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Figure 3. Same as Fig. 1 but for 500hPa geopotential height.  
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Figure 1. Week 3&4 anomaly correlation coefficient (CORA) for total precipitation 
(Prcp), for both ECMWF (left) and NCEP (right) models.  Contour interval is 0.1 and 
hereafter for all CORA maps. 
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Figure 2. Week 3&4 anomaly correlation coefficient (CORA) for 2m Temperature (T2m), 
for both ECMWF (left) and NCEP (right) models.  
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Figure 3. Same as Fig. 1 but for 500hPa geopotential height.  
 

Precipitation (DJF)

Temperature (DJF)

Z500 (DJF)

• Correlations between model week 3–4 hindcasts 
and GCPC and ERA-interim (T & Z500) data.

• Skill is comparable in both models.

• Precipitation skill is highest south of 30N, with 
some skill over the NE and NW U.S.

• Temperature skill is highest over Oceans and 
south & east U.S.

• Lobe of high skill in Z500 corresponds well with 
skillful areas in precip. and temperature.

NMME/SubX Science Meeting, 13–15 Sept 2017, College Park, MD

Precipitation correlations (DJF)
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Figure 4. Maps of DJF CORA between dekadal (10-day) mean GPCP total precipitation 
and (a) Nino3.4 index, (b) NAO index, and (c) PNA index. 
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Figure 5. Maps of DJF CORA between dekadal (10-day) mean ERA-Interim T2m and (a) 
Nino3.4 index, (b) NAO index, and (c) PNA index. 
 

 

Temperature correlations (DJF)

N34 NAO

PNA

N34 NAO

PNA

• Maps are computed with dekadal averages with 
the seasonal cycle subtracted.

• Both observed precip. and temperature exhibit 
high correlations with all 3 indices south of 30N, 
and moderate correlations over the NE U.S.

• Temperature correlations are higher, consistent 
with higher skill.

Week 3–4 ACC skill (DJF)

How well do the models predict low frequency 
teleconnection modes? 

• Skill is highest in winter, lowest in summer.

• Both models have skill exceeding 0.5 for both 
NAO and PNA.

Is the skill due to seasonal or sub-seasonal 
variability?

• Sub-seasonal part is isolated by subtracting 
seasonal averages. 

• PNA skill is mostly sub-seasonal.

• NAO skill is both seasonal and sub-seasonal.

• Both models have comparable sub-seasonal skill.

Mul$-Model	Ensembling	of	S2S	forecasts	over	the	US	
	

N.	Vigaud,	A.W.	Robertson,	M.K.	Tippe9	
	

Interna(onal	Research	Ins(tute	for	Climate	&	Society,	Earth	Ins(tute,	Columbia	University	(New	York)	

2)	Extended	Logis$c	Regression	(ELR)	model	
	

	

1)	Methodology	&	metrics	

	

Objec$ve:	Produce	weekly	precipita(on	terciles	probabili(es	forecasts	using	a	subset	of	the	
S2S	Database	(WMO,	2013)	(hKp://iridl.ldeo.columbia.edu/SOURCES/.ECMWF/.S2S/)	
	

Methodology:	
		

4)	Conclusions	
	

ELR-based	 forecasts	 have	 good	 reliability	 but	 low	 sharpness	 at	 a	 week	 lead,	 while	 skill	
drops	 aKer	 two	 weeks	 and	 from	 winter	 to	 summer.	 The	 MME	 has	 more	 skill	 than	
individual	 models.	 Week	 3-4	 outlooks	 are	 more	 skillful	 than	 weekly	 averages,	 with	
significant	rela$onships	to	ENSO	and	the	MJO,	par(cularly	in	winter	over	the	southwest	US.	

REFERENCES:	 Barnston,	 A.,	 and	 R.	 Livesey	 (1987)	 A	 high	 resolu(on	 rotated	 EOF	 analysis	 of	 monthly	 and	 seasonally	 averaged	 700	mb	
heights.	 Mon.	 Wea.	 Rev.,	 115,	 1083–1126;	 Wilks,	 D.	 (2009),	 Extending	 logis(c	 regression	 to	 provide	 full	 probability	 distribu(on	 MOS	
forecasts,	Meteor.	Appl.,	16,	361–368;	Wilks,	D.,	and	T.	Hamill	(2007),	Comparison	of	Ensemble	MOS	methods	using	GFS	reforecasts,	Mon.	
Wea.	 Rev.,	 135,	 2379–2390;	 World	 Meteorological	 Organiza(on	 (2013)	 Sub-seasonal	 to	 Seasonal	 predic(on,	 pp63,	 Geneva;	 Zhang,	 C.	
(2013),	Madden	Julian	Oscilla(on:	bridging	weather	and	climate,	Bul.	Amer.	Meteor.	Soc.,	94,	1849–1870,	doi:10.1175/BAMS-D-12-00026.1	
	

Measures	 of	 skill:	 tercile	 probabili(es	 forecasts	 with	 starts	 in	 JFM	 &	 JAS	 are	 verified	
separately	 out-of-sample	 for	 predictability	 applica(ons	 using,	 reliability	 diagrams	 and	
Ranked	Probability	Skill	Scores.	

3)	Mul$-Model	Ensemble	forecasts	
	

For	 each	 lead	 and	 weekly	 start,	 terciles	 are	 defined	 using	 3-week	 windows	 around	 the	
target	week	for	which	separate	forecasts	equa(ons	are	fiKed.	Forecasts	are	 issued	only	 if	
the	lower	tercile	is	non-zero	(i.e.	dry	mask	in	Fig.	3	boKom	panel).		

Fig.4:	 JFM	RPSS	 for	week3+4	MME	 forecasts	 (lei)	and	
correla(on	paKerns	for	JFM	RPSS	PC1	(right).		

Weekly	MME	forecasts	are	characterized	by	good	probabilis(c	reliability	but	low	sharpness	
(Fig.2	lei).	Skill	drops	aier	two	weeks	lead	and	from	winter	to	summer	(Fig.	3).		

Fig.2:	JFM	Reliability	diagrams	for	each	tercile	from	weekly	MME	forecasts	at	1-	to	4-week	lead	(lei)	and	
week3+4	forecasts	from	individual	models		and	their	MME	(right)	over		land		areas	between	[20-50oN].		

The International Research Institute
for Climate and Society
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the GPCP1DD 1-degree estimates used for training and validation. The method-39

ology consists in the following triptych: (1) ELR model trained independantly for40
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	 													 			with		

	
	

at	weekly	resolu(on	(3-week	averaged	terciles)	
	
	

	
	and	

	
	
Introducing	the	func(on	g(q)	yields	to	consistent	sets	of	
forecasts	(Wilks	and	Hamill,	2007;	Wilks,	2009),	i.e.	
parallel	lines	at	different	leads	in	Fig.	1.	
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Pooling	together	week	3+4	leads	(Fig.4	right),	using	a	6-week	window	for	terciles	defini(on	
and	ELR	model	training,	increases	skill	compared	to	weekly	forecasts	(Fig.3	lei).	
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Fig.1:	 Regressions	 of	 Aug	 9th	 1999	
ECMWF	hindcasts	at	[13.5oN;91.5oW]	
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JFM	RPSS	PC1	

RPSS	PC1	resembles	correla$on	paVerns	between	weekly	GPCP	and	Niño3.4	/	MJO	RMM2		

MME	RPSS	 NINO3.4	 RMM1	 RMM2	 MJO	

JFM	mean	 0.15*	 0.02	 0.14*	 0.14*	

JFM	PC1	 -0.45*	 -0.13	 -0.28*	 0.32*	

JFM	RPSS	PC1	is	correlated	to	Niño3.4	&	MJO	RMM2		

(*	indicate	scores	significant	at	95%	level	using	Monte	Carlo	simula>ons)	

More	skill	over	SW	US	for	El	Niño	
when	TNH	prevails	with	more	southerly	
storm	tracks	(Barnston	&	Livesey,	1987;	

Monteverdi	&	Null,	1998)	
	

Rela$onships	to	RMM2	consistent	
with	MJO	modula.ons	of	atmospheric	

rivers	(Zhang,	2013)	Table	 1:	 Correla(ons	 between	 JFM	 Week	 3-4	 RPSS	 and	
Nino3.4/MJO	RMMs	(*	indicate	significance	at	90%	level).	

Week3+4	 MME	 outlooks	 have	 more	 skill	
than	 weekly	 averages.	 Their	 RPSS	 mean	
and	 PC1	 (Fig.	 4	 lei)	 are	 related	 to	 ENSO,	
with	more	skill	over	the	SW	US	for	El	Niño	
consistent	 with	 a	 prevailing	 TNH	 paKern	
and	 more	 southerly	 storm	 tracks	
(Barnston	 &	 Livesey,	 1987).	 Rela(onships	
to	RMM2	agree	with	MJO	modula(ons	of	
atmospheric	rivers	(Zhang,	2013).	

Fig.3:	RPSS	for	weekly	MME	forecasts	at	1-	to	4-week	lead	from	starts	in	JFM	(top)	and	JAS	(boKom).	
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At	weekly	resolu$on	over	the	1999-2010	period	
(based	on	ECMWF	Mondays	starts)	
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on	the	target	week	
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Methodology	

Point	Sta>s>cs	
@	[13.5oN;91.5oW]	

JFM	Week	3-4	RPSS	 JFM	RPSS	PC1	

We apply extended logistic regression to construct 
calibrated sub-seasonal probabilistic forecasts, and 
average the forecast probabilities from 3 models to 
obtain a multi-model combination.
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FIG. 5. Ranked Probability Skill Scores (RPSS) for ECMWF (a-d), NCEP (e-h) and CMA (i-l) terciles

precipitation forecasts as well as their multi-model ensemble (MME, m to p) for starts during the JFM season.

The different columns correspond to different leads from one to four weeks.
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FIG. 8. Ranked Probability Skill Scores (RPSS) for raw (a and b) and smoothed (c and d) week 3-4 outlooks

from the multi-model ensemble (MME) of ECMWF, NCEP and CMA terciles precipitation forecasts for all

starts during the JFM and JAS seasons. Raw and smoothed forecasts are both verified against raw observation

data (i.e. unsmoothed).
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Figure 2: RPSS skill for the JFM season for week 2 (a–d) and week 3–4 (e). Adapted from Vigaud et al. (2017a).

choice of threshold probabilities according to user’s needs (Barnston and Tippett 2014). The lower
panel shows the distribution of the ECMWF ensemble mean reforecasts over this part of the season,
which peaks near 20mm/week.
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FIG. 7. Week 3-4 reliability diagrams for the below and above normal categories from ECMWF (black),

NCEP (red) and CMA (green) forecasts with starts in JFM together with their mulrti-model ensemble (MME, in

blue). The frequencies with which each category is forecasted are indicated as bins centered on integer multiple

of 0.10 in histograms plotted under the respective tercile category diagram for each forecast in their respective

colors. The bins are projected along the same x-axis (forecast probabilities from 0 to 1) and scaled from 0 to

100%. Note that only bins with more than 1% of the total number of forecasts in each category are plotted.

Diagrams are computed for all points over continental North America between 20 and 50�N latitudes.
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Diagrams are computed for all points over continental North America between 20 and 50�N latitudes.
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Diagrams are computed for all points over continental North America between 20 and 50�N latitudes.
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Figure 3: ELR-calibrated Week 3–4 precipitation forecasts reliability diagram for the JFM season, computed for
all land points 20–50◦N, for (a) the below-normal and (b) the above-normal categories, for the individual ECMWF,
CFSv2, and CMA models, as well as the 3-model MME. From Vigaud et al. (2017a).

The results from this approach are illustrated over North America for winter starts (Jan–Mar) in
terms of RPSS (Fig. 2) and reliability (Fig. 3). The RPSS skill at week 2 is clearly increased in the
MME (panels a–d), compared to the best model (ECMWF) and exhibits minimal negative values.
At weeks 3–4, skill is clearly decreased but the forecast is well calibrated with again few negative
values. In terms of the reliability, the week 3–4 MME forecasts are markedly better calibrated for
both below- and above-normal categories than the best model, demonstrating the effectiveness of
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Precipitation RPSS Skill for JFM Starts 

Methodology
1. Anomaly correlation skill of week 3-4 averages: 

ECMWF reforecasts from all the Monday and 
Thursday start dates in DJF are used; 3-day 
lagged ensembles are used for the CFSv2. 

2. Pattern correlations of observed fields with 
observed NAO, PNA and Nino 3.4 indices, using 
dekadal averages.

3. Calibrated probabilistic forecasts using extended 
logistic regression based on Monday starts 
during JFM, and simple equal-weight MME. The 
training/validation is with leave-one-year-out 
cross validation. 

4. All analyses are based on ensemble means.

The subseasonal predictability of precipitation and 
temperature is examined for two global ensemble 
prediction system reforecast sets from the S2S 
Database, 1999–2010 (ECMWF VarEPS and NCEP 
CFSv2).
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Fig. 9. Week-3&4 CORA and the subseasonal components for ECMWF (blue) and NCEP 
(red) AO, NAO, and PNA indices. Any CORA greater than 0.3 (0.2) is statistically 
significant at the 99% (95%) confidence interval by a one-tailed t-test. 
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Fig. 9. Week-3&4 CORA and the subseasonal components for ECMWF (blue) and NCEP 
(red) AO, NAO, and PNA indices. Any CORA greater than 0.3 (0.2) is statistically 
significant at the 99% (95%) confidence interval by a one-tailed t-test. 
 
 
 

• Good probabilistic skill at week 2 (days 8–14), 
especially in the multi-model combination.

• The MME improves the positive skill of the best 
model and largely removes negative skill values 
in individual forecasts. 

• The skill is near-zero at week 3–4 lead; it is 
nonetheless higher than just the week 3 skill (not 
shown)

• Clear wintertime week 3–4 anomaly correlation 
model skill in PNA and NAO indices, as well as in 
geopotential height and surface fields.

• The PNA-related skill appears to be largely sub-
seasonal, while the NAO skill has both sub-
seasonal and seasonal components.

• Extended logistic regression plus multi-model 
combination produces well-calibrated and skillful 
probabilistic forecasts at week 2.
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from the multi-model ensemble (MME) of ECMWF, NCEP and CMA terciles precipitation forecasts for all

starts during the JFM and JAS seasons. Raw and smoothed forecasts are both verified against raw observation

data (i.e. unsmoothed).
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Figure 2: RPSS skill for the JFM season for week 2 (a–d) and week 3–4 (e). Adapted from Vigaud et al. (2017a).

thresholds cannot exceed those for larger thresholds (Wilks 2009). Ultimately, these allow flexible
choice of threshold probabilities according to user’s needs (Barnston and Tippett 2014). The lower
panel shows the distribution of the ECMWF ensemble mean reforecasts over this part of the season,
which peaks near 20mm/week.
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colors. The bins are projected along the same x-axis (forecast probabilities from 0 to 1) and scaled from 0 to

100%. Note that only bins with more than 1% of the total number of forecasts in each category are plotted.

Diagrams are computed for all points over continental North America between 20 and 50�N latitudes.
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FIG. 7. Week 3-4 reliability diagrams for the below and above normal categories from ECMWF (black),

NCEP (red) and CMA (green) forecasts with starts in JFM together with their mulrti-model ensemble (MME, in

blue). The frequencies with which each category is forecasted are indicated as bins centered on integer multiple

of 0.10 in histograms plotted under the respective tercile category diagram for each forecast in their respective

colors. The bins are projected along the same x-axis (forecast probabilities from 0 to 1) and scaled from 0 to

100%. Note that only bins with more than 1% of the total number of forecasts in each category are plotted.

Diagrams are computed for all points over continental North America between 20 and 50�N latitudes.
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FIG. 7. Week 3-4 reliability diagrams for the below and above normal categories from ECMWF (black),

NCEP (red) and CMA (green) forecasts with starts in JFM together with their mulrti-model ensemble (MME, in

blue). The frequencies with which each category is forecasted are indicated as bins centered on integer multiple

of 0.10 in histograms plotted under the respective tercile category diagram for each forecast in their respective

colors. The bins are projected along the same x-axis (forecast probabilities from 0 to 1) and scaled from 0 to

100%. Note that only bins with more than 1% of the total number of forecasts in each category are plotted.

Diagrams are computed for all points over continental North America between 20 and 50�N latitudes.
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Figure 3: ELR-calibrated Week 3–4 precipitation forecasts reliability diagram for the JFM season, computed for
all land points 20–50◦N, for (a) the below-normal and (b) the above-normal categories, for the individual ECMWF,
CFSv2, and CMA models, as well as the 3-model MME. From Vigaud et al. (2017a).

The results from this approach are illustrated over North America for winter starts (Jan–Mar) in
terms of RPSS (Fig. 2) and reliability (Fig. 3). The RPSS skill at week 2 is clearly increased in the
MME (panels a–d), compared to the best model (ECMWF) and exhibits minimal negative values.
At weeks 3–4, skill is clearly decreased but the forecast is well calibrated with again few negative
values. In terms of the reliability, the week 3–4 MME forecasts are markedly better calibrated for
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Reliability diagram for JFM Starts 

• Reliability is 
notably 
increased by 
the multimodel 
combination
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