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The PALS Land sUrface Model Benchmarking 
Evaluation pRoject (PLUMBER)"

•  Coordinated by Martin Best through GLASS panel"

•  Evaluation (compare models and observations) versus 
benchmarking (quantify expectations of performance a priori)"

•  Benchmarks: Manabe bucket, Penman-Monteith implementations; 3 
out-of-sample empirical benchmarks"

•  20 Flux tower sites, 3 variables, 4 metrics"

•  So far 9 LSMs, 15 LSM versions"

•  All model output and site analysis in PALS web application"



PALS	
  



PLUMBER – 20 flux tower sites"
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The three empirical model benchmarks"

•  All 3 empirical models relate met forcing and a flux and are trained with data 
from sites other than the testing site (i.e. out of sample)"

•  They are each created for LE, H, NEE:"
o  “1lin”: linear regression of flux against downward shortwave (SW)"
o  “2lin”: as above but against SW and surface air temperature (T)"
o  “3km27”: non-linear regression – 27-node k-means clustering + linear regression 

against SW, T and relative humidity at each node"

•  All are instantaneous responses to met variables with no knowledge of 
vegetation type, soil type, soil moisture or temperature, C pools. "

•  They tell us:"
–  The extent to which flux is predictable from e.g. SWdown - just 1 model input"

–  How a simple functional relationship represents flux in common diagnostics"

–  How predictable flux at is at a particular site, out-of-sample"

•  All 3 automatically plotted alongside model and obs data on PALS"



PLUMBER – variables and metrics"
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Flux tower systematic bias?"
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Flux tower systematic bias?"
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Flux tower systematic bias?"

•  LSMs’ inability to outperform an out-of-sample linear regression 
does not appear to be due to systematic measurement bias in 
sensible heat fluxes."

•  In most cases, this is not about a mean offset"

•  LSMs are not using the information available in met forcing 
appropriately"

•  Vegetation, soil moisture, temperature or carbon stores are not 
required to produce predictions as accurate as current LSMs in this 
application"



Hypothesis 1: Flux towers are at the wrong scale"

•  No explicit length scale in most LSMs"

•  Several LSMs tune parameters for vegetation types using flux tower data"

•  Most LSMs deal with surface heterogeneity using tiling"
o  Is a 500m fetch / footprint really inappropriate for a 20km forecast?"

•  Diagnostic process evaluation at larger spatial scales is difficult – measured 
met and flux data at model time step size don’t exist:"

o  Much more likely to have unidentifiable compensating errors:"
–  fewer aspects of a simulation are constrained"
–  Much longer time steps for evaluation – e.g. daily, monthly"
–  Aggregate behaviour is modelled – e.g. across tiles"

o  Hard to disentangle forcing vs. LSM errors, esp. in coupled environment"



Hypothesis 2: State initialisation is inappropriate"
•  Repeated spin-up on flux tower met data – no guarantee its representative"
•  Likely not perfect, but unlikely the major issue – very few cases of flux being 

consistently too high or too low for all months of average annual cycle:"

•  More likely an issue for NEE?"

Latent heat! Too high! Too low! neither!

JULES" 1" 3" 16"

NOAH" 3" 1" 16"

COLA" 1" 1" 18"

CABLE" 4" 0" 16"

NEE! Too high! Too low! neither!

JULES" 1" 2" 17"

CABLE" 3" 3" 16"



Hypothesis 3: LSMs are conceptual models only"

•  Most core process representations were developed using very little 
observational data – few sites, few seasons, few times of day – and were 
rather based on conceptual models – disagree?"

•  What does it mean to say we have “physically-based” model of a natural 
system when we don’t have enough data to construct an empirically-based 
model?"

•  How do we know our conceptual representations have any value in the 
absence of observations that can confirm process representation?"

•  Has the drive to add more processes into LSMs (often based on sparse 
data sets) led to intractable modelling systems with relatively poor 
accuracy?"



Hypothesis 4: Over-parameterisation is hurting"

•  If parameters are not BOTH physically meaningful and measureable for a 
model’s application, they need to be calibrated – moving a model further 
toward being empirical rather than physically based"

•  The calibration process limits the scope of a model to the particular 
circumstances of the calibration – sites, data sets, time periods, temporal 
scale, metrics."

•  Should we have LSMs with 40+ spatially varying parameters when we have 
only coarse scale observations for at most 3 or 4?"

•  Are inappropriate values for the unconstrained parameters (through 
calibration) actively inhibiting predictive ability?"



Conclusions / questions"
•  The climate community is coming to terms with a transition from models 

being hypothesis testing tools for a particular experiment to models being 
tools for predicting all the processes they represent – a fundamental change"

–  Focus on process representation, rather than scores in a few metrics"

–  Narrow set of metrics will drive an ‘empirical model’ solution - compensating errors that result 
in metric-dependent and scale-dependent models"

•  Could we have 3 or 4 parameter LSMs that give similar / better results?"

•  Should we only include processes that can be evaluated with observations 
in the scope of their application – “data-based realism”? "

–  Can we commit to the ideal of all model variables being real world quantities and not model-
specific quantities tuned to aid prediction?"



PLUMBER hypotheses"
1.  Flux towers are at the wrong spatial scale"

2.  Inappropriate state initialisation"

3.  LSMs are essentially conceptual models – too many processes not 
supported by data in the scope of their application"

4.  Over-parameterisation is hurting – calibration of unconstrained parameters 
inhibits predictive capacity"


