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Non-linear feedback in land-
atmosphere interactions 
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Ek and Mahrt (1994) 

Coupling in land-boundary layer interactions 

Boundary layer 
lower troposphere 

Some processes are missing: we will get back to this 



Boundary layer humidity 

4	  

36 

 670 

FIG. 6: Ratio of the dynamic to thermodynamic factors of the relative humidity tendency. 671 

 672 

Figures 673 

 674 

 675 

FIG. 1: Mixed-layer model of the boundary layer. 676 

677 

qFT(z) = qf0 + �q z ⇥FT(z) = ⇥f0 + �� z

✓q

�q �✓

z

href

h

Cloud onset when relative humidity is 100% 
Conserved 



Boundary layer humidity 

Entrainment 

5	  

36 

 670 

FIG. 6: Ratio of the dynamic to thermodynamic factors of the relative humidity tendency. 671 

 672 

Figures 673 

 674 

 675 

FIG. 1: Mixed-layer model of the boundary layer. 676 

677 

qFT(z) = qf0 + �q z ⇥FT(z) = ⇥f0 + �� z

✓q

�q �✓

z

href

h



Boundary layer humidity 

Entrainment 

6	  

36 

 670 

FIG. 6: Ratio of the dynamic to thermodynamic factors of the relative humidity tendency. 671 

 672 

Figures 673 

 674 

 675 

FIG. 1: Mixed-layer model of the boundary layer. 676 

677 

qFT(z) = qf0 + �q z ⇥FT(z) = ⇥f0 + �� z

✓q

�q �✓

z

href

h



Does the boundary layer moisten or dry up? 
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In terms of specific humidity: 

When EF>EFc => moistening of the boundary layer in q 
but not necessarily in RH. 

Not a conserved variable. 



What about RH(zi)? 
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Figure 5 depicts the separation between the two re-
gimes, that is, where the sensitivity vanishes: dRH(h)/
dEF5 0. The region denoted with a plus (upper right part
of the figure) depicts a positive sensitivity to EF and,
therefore, a wet soil advantage regime. The region de-
noted with a minus depicts a dry soil advantage. We here
loosely use the wet surface terminology for high EF
values and dry surface for low EF values, even though we
are aware that other factors may impact the value of EF
(entrainment, net radiation intensity, etc.). Those factors
are discussed in detail in Lhomme and Elguero (1999),
Raupach (2000), and Gentine et al. (2007, 2011a).
Wetter surfaces (higher EF) exhibit higher relative

humidity under strong free-tropospheric stability (gu)
and over very wet surface (high EF), consistent with the
observations of EH04 over Cabauw, theNetherlands (see
below). EH04, Huang and Margulis (2011), and Westra
et al. (2012) have already emphasized the role of the free-
tropospheric stability on the relative humidity tendency.
Figure 5 demonstrates that the reference surface EF

plays an important role in the control on RH(h): cal-
culating the sensitivity of the relative humidity RH(h)

to surface EF yields opposite results between low and
high reference EF values, thus displaying an important
nonlinear response. The wet soil advantage region in-
creases (in terms of interval of EF) with decreasing
free-tropospheric relative humidity RH and with the
free troposphere temperature.
In summary the wetter soil advantage regime is more

likely under dry and cold free-tropospheric conditions
and over wet surfaces (at large EF values). Conversely,
drier soil advantage is more likely under weak stability,
in a moist and warm free troposphere, and over low-EF
surfaces (lower left part of Fig. 5). The important points
to be underlined are that the reference EF value is im-
portant to determine the sign of the sensitivity since the
sensitivity is highly nonlinear and that the humidity and
reference temperature of the free troposphere play
crucial roles in the evolution of the relative humidity at
the top of the boundary layer.
For fixed free-tropospheric conditions and weak sta-

bility (gu , 3.5–4Kkm21), the change of sign of dRH(h)/
dEF5 0 while spanning the entire range of EF values
indicates that RH(EF) has a minimum for intermediate

FIG. 5. Root of the sensitivity of the relative humidity at the mixed-layer top dRH(h)/dEF at
solar noon for a maximum diurnal available energy A0 5 500Wm22. The curves delineate the
region of positive and negative sensitivity of the relative humidity tendency to EF. In the
positive region above the curves (denoted by a 1 sign), a rise in EF increases the relative
humidity at the mixed-layer top and, therefore, the likelihood of clouds. An opposite behavior
is observed in the negative region (denoted by a - - sign). Colored dots refer to the AMMA
profiles; colors as in Fig. 1. Black dot is Cabauw data.
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Time of cloud occurence 
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Warmer	  
Atmosphere 

well in dry conditions (EF< 0.4) and with intermediate free-
tropospheric stability (3K/km<<5K/km), as shown with
the red areas in Figure 3. Under these conditions, the
cloud-base height and time of cloud occurrence is nearly
independent of EF as seen in Figures 1 and 2. These condi-
tions are however highly unlikely in reality since the range
of values EF< 0.2 corresponds to extremely dry surface
conditions (semiarid or arid), which are generally located
in region of strong subsidence with large free-tropospheric
stability and therefore with no clouds based on Figure 3.
Other than conditions of dry surface and intermediate
stability or weak stability and cold atmosphere, the retrieval
is accurate to within 5–10%. Reductions in the cloud-base
height errors to Δz = 50m drastically improve the EF
retrieval, with maximum errors of about 10% in the driest
and least stable atmosphere and accuracies of the order of
2% in the more stable and humid cases (not shown). With
a coarser vertical resolution of Δz = 200m, the error
increases but remains very similar to the case with Δz = 100
m as seen in Figure 4. The similarity between the two

figures highlights the preponderance of the timing of cloud
occurrence for the EF retrieval rather the exact cloud base.

3. Case Studies

3.1. Southern Great Plains, U.S., on 21 June 1997
[27] We use the Southern Great Plains (SGP) Atmospheric

Radiation Measurement (ARM) observation data set for 21
June 1997 [Brown et al., 2002] to investigate how the theo-
retical dependence of shallow cumulus to EF, discussed in
the previous section manifests in reality. Golaz et al.
[2001] also investigated the dependence to EF for the same
case study using a large-eddy simulation and showed strong
sensitivity of cloud base and cloud occurrence timing to EF.
Figure 5 illustrates the initial atmospheric profiles and im-
posed surface sensible (H) and latent heat fluxes (lE), as
well as their sum (A). The surface heat fluxes are provided
at a 30min time step.
[28] A first-order jump model of the convective boundary

layer (i.e., a model having a finite inversion layer thickness)
is used following the formulation of Duynkerke et al. [1999]
based on Deardorff [1979]. The model is depicted in
Figure 6. In the control run, the model is integrated with pre-
scribed initial sounding and with the observed surface heat
fluxes. The model (and first-order models, in general) is able
to accurately reproduce the diurnal course of the convective
boundary layer (height, mixed-layer potential temperature,
and humidity) [vanZanten et al., 1999] despite the fact that
it is simple and reliant upon a single parameter—the entrain-
ment efficiency at the mixed-layer top b. The model can
accurately predict the timing of cloud occurrence, which cor-
responds to the time when the top of the boundary layer (h)
(i.e., the top of the inversion) crosses the LCL as seen in

Figure 6. Profile of the virtual potential temperature θv in
the first-order boundary-layer model. zsl is the top of the sur-
face layer, zi the top of the mixed layer, LCL is the lifting
condensation level, and h is the top of the boundary layer.

Figure 7. Mixed-layer height zi, top of the inversion h and
lifting condensation level (LCL) of the first-order boundary-
layer model compared to the cloud-base height diagnosed as
the mean of eight large-eddy simulation models [Brown
et al., 2002] for the ARM SGP data set. The cloud top at
time of occurrence is depicted as an indication of the vertical
extent of the shallow cumuli.

Figure 8. (top) Local time of cloud occurrence (with reso-
lution of 30min) and (bottom) lifting condensation level
(LCL) at the time of occurrence, as a function of evaporative
fraction (EF) for the ARM SGP data set. The solid black line
corresponds with the reference profile shown in Figures 5b
and 5c. The solid gray line corresponds with the enhanced
atmospheric stability case (i.e., potential temperature in-
creased by 1K km!1). The dashed black line corresponds
with enhanced humidity case (i.e., specific humidity in-
creased by 1 g kg!1).
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Cloud base at cloud occurence 
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Warmer	  
Atmosphere 

Moister	  atmosphere	   

Gentine, P., A. A. M. Holtslag, F. D'Andrea, and M. Ek (2013), Surface and atmospheric controls on the onset of moist convection over land, J 
Hydrometeorol, 130211131121003, doi:10.1175/JHM-D-12-0137.1. 



Evaporative Fraction from clouds 
 

Entrainment is the only unknown:  
better than high number of parameters in land surface models. 

UTC, and 1732 UTC on 24 June 2006. On that day, the 2m
air temperature reached 40!C. The early-morning lapse rate
of potential temperature between 1000 and 3000m was
2.95K/km, and the mixed layer reached 1700m at 1731
UTC and a layer of shallow cumulus clouds developed be-
tween 1030 and 1100 LT, that is between 1130 and 1200
UTC. The cloud-base height information was not available,
but with this added information we would expect the retrieval
of EF to improve. The mean daylight EF was 0.12 with a
minimum of about 0.08 at 1400 UTC based on the eddy-
covariance measurements. Observed weather station measure-
ments revealed a southerly wind in the lower layer advecting
moist air with 0.3 g kg"1 hr"1 [Westra et al., 2012].
[33] We ran the first-order PBL model for different day-

time EF values ranging from 0.1 to 0.8 in increments of
0.1, using the smoothed profile described in Figure 9
(dashed line). The results are depicted in Figure 10. As could
be expected (Figure 1), increased EF leads to lower and
colder PBL (in terms of potential temperature). The mixed-
layer specific humidity increases with EF, yet the relative
humidity decreases with EF, as pointed out by EH04,Westra
et al. [2012], Huang and Margulis [2012], and Gentine et al.
[2013] under weak stratification and over dry surfaces.
Moister surfaces (higher EF) have lower relative humidity
at the boundary-layer top.
[34] The timing of cloud occurrence can easily be diagnosed

as the crossover time of the 100% relative humidity level of
the boundary-layer top (i.e., height h of the bulk model) and
is depicted in Figure 11 as a function of EF with 0.025 incre-
ments in EF. The time of cloud occurrence increase with EF
under this weak stratification case points to a dry case soil ad-
vantage for cumulus occurrence [Westra et al., 2012; Gentine
et al., 2013], as observed with the simple model in Figure 1.
The cloud-base height at the time of occurrence decreases with
EF since the boundary-layer height is reduced with increasing
EF, in accordance with the results of Figure 2 obtained with
the simplified model. Both the time of cloud occurrence and
the cloud base are monotonic with EF. The retrieval of EF is
thus facilitated by this nearly monotonic relationship with
EF. Using the cloud onset time information (Figure 11), we
would estimate a daytime EF value ranging between 0.05

and 0.1. This estimated value is close to the observed values
of the mean diurnal EF, 0.12, and minimum EF, 0.08. This
provides further validation for the utility of our new EF
estimation methodology.

3.3. Cabauw, the Netherlands, on 31 May 1978
[35] To illustrate the onset of boundary-layer clouds in

more humid and colder conditions, a third contrasting data
set is used for Cabauw, the Netherlands. The data were
observed on the morning of 31 May 1978. The reader is
referred to Holtslag et al. [1995] and EH04 for details on
the observations. The profiles at 6A.M. are shown in
Figure 12. Sensible and latent heat fluxes were determined
from Bowen ratio methods at the Cabauw site. The daytime
EF was 0.77, and the diurnal minimum was 0.72 based on
the surface Bowen ration measurements. The 2m air temper-
ature reached 26!C at 1600 UTC, and the 2m specific
humidity was fairly constant between 7 and 8 g/kg during
the course of the day. A fair-weather cumulus cloud layer
developed between 1430 and 1500 UTC, as evidenced by
the diurnal course of net radiation in Figure 12 and further
described in EH04. The free-tropospheric potential tempera-
ture lapse rate was 3.7K/km, and the specific humidity lapse
rate was "1.6 g/kg/km.
[36] Our bulk model is initialized with the 6A.M. sound-

ing (similarly to EH04) and is run with a 30min resolution
forcing. As in the AMMA case, the EF is varied with
0.025 increments in order to diagnose the timing of cloud
occurrence, which is depicted in Figure 13. With a 30min
resolution output, the diagnosed EF corresponding to the
shallow cumulus occurrence timing (1430 to 1500 UTC)
would be in the range 0.625 to 0.75, which is close to the
observed mean and minimum daily data, 0.77, and 0.72,
respectively. Higher observing and model output resolution
would refine the EF retrieval. This further confirms the
model representativeness for relatively cold and humid
summer conditions.

4. Conclusions

[37] We have demonstrated that under many climatic condi-
tions, observations of fair-weather shallow cumuli permit a
relatively accurate estimation of the evaporative fraction, a
feature that remains a major stumbling block for land-surface
modeling and meteorological forecasting. In unstable turbu-
lent conditions, observations of the timing of cloud occurrence
and cloud-base height provide fundamental and very useful
information about the surface turbulent heat flux partitioning.
[38] The advantages of a cloud field-based approach are that

it applies to scales directly relevant to weather or climate
studies through horizontal aggregation by the boundary-layer
blending, and it can rely on very limited assumptions about
the surface and boundary-layer state, because of principles of
heat and moisture conservation within the boundary layer.
Importantly, the methodology provides an estimate of the
surface energy balance partitioning under partly cloudy cases.
[39] The retrieval methodology is tested on representative

case days from three diverse climate regimes over the ARM
SGP, AMMA, and Cabauw sites. In all cases, the retrieved
evaporative fraction compares favorably against observa-
tions, suggesting the potential for general applicability of
the method.

Figure 13. Same as Figure 11 but with the Cabauw land
data set. Observed cloud occurrence is between 1430 and
1500 UTC.
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New method to estimate evapotranspiration 
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Background: 
Penman-Monteith equation: 

 
 
 
 

Rn can be obtained from satellites 
ea, e*(Ta): observed from weather stations 

ra can potentially be estimated 
 

Problems: 
G: ground heat flux, hard to measure and 

generally unavailable 
rs is unknown (in fact it is the most important 

parameter!) 
 
 Salvucci, G. D., and P. Gentine (2013), Emergent relation between surface vapor conductance and relative humidity profiles yields evaporation 

rates from weather data, Proc Natl Acad Sci U S A, –, doi:10.1073/pnas.1215844110. 
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To alleviate stomatal resistance parameterization: 
 

Priestley-Taylor equation: 
 
 
 
 

α: empirical coefficient (=1.26) assumed to be 
relatively constant in various conditions because of 

land-atmosphere coupling. 
 

In reality it is far from being constant e.g. 
heterogeneous landscape (Ta is near constant). 
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Actual stomatal resistance minimizes daily 
relative humidity profile variance ���

(near surface) 
Salvucci and Gentine 2013 PNAS 

LE= λE: [6]

In Eq. 6, λ is the latent heat of vaporization (taken as 2.502E6 J·kg−1).
The energy balance of the land surface is written as follows:

Rsd −Rsu +Rld −Rlu − LE−H−G= 0: [7]

In Eq. 7, Rsd is the measured solar downwelling radiation, Rsuis the
measured upwelling (reflected) solar radiation, Rld is the measured long-
wave downwelling radiation, H and LE are the turbulent fluxes of sensible
heat and latent heat, and G is the measured ground heat flux, all given in
joules per meter2 per second.

The upwelling longwave flux (Rlu) is modeled based on surface temper-
ature (Ts), the Stefan–Boltzmann constant (σ), and emissivity («), taken here
as 0.99, as follows:

Rlu = «σT4
s : [8]

Specific humidity (q) is related to the partial pressure of water vapor (e)
through the following:

q=
ee

P − ð1− eÞe
: [9]

In Eq. 9, P is atmospheric pressure (in newtons per meter2), whose vertical var-
iation is modeled using an isothermal and hydrostatic approximation as follows:

P = Ps ·exp
!

−gz
RdTref

"
: [10]

In Eq. 10, Ps is the measured surface pressure.
Saturation specific humidity (q*) is related to saturation vapor pressure

ðe*Þ using Eqs. 9 and 10, and the integrated Clausius–Clapeyron relation,
approximated here from Garratt (13) as follows:

e* = 611:2 ·exp
!
17:67 · ðT −273:15Þ

T − 29:65

"
: [11]

The potential (θ) and actual (T) temperatures are related using the defi-
nition of potential temperature and the modeled hydrostatic pressure dis-
tribution (Eq. 10):

T = θ ·
!
P
Ps

"Rd=cp ≅ θ ·exp
!

−gz
RdTref

"Rd=cp : [12]

The final equation required in this framework is one expressing the
additional limitation on evaporation as water vapor diffuses from the sites
of evaporation (e.g., soil pores, stomatal cavities), at which location q is sat-
urated at the temperature Ts (i.e., where q = q*ðTsÞÞ, to the free air at the
nominal surface level (d + zov), i.e., where we denote q by qs. This limita-
tion is modeled with a single surface conductance parameter Csurf (m s−1)
as follows:
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CirculationModels (AOGCMs). These three AOGCMs have been shown
to have the most accurate representation of present-day North-
hemispheric circulation patterns (van Ulden and van Oldenborgh,
2006).

Both model-based coupling estimates in Fig. 8c and e show similar
patterns regarding regions of strong soil moisture–temperature
coupling. Using the correlation diagnostic ρ(E,T) (Fig. 8e), regions
with negative correlation (red) appear as coherent geographical
patterns. These regions do include the hot spots of strong soil
moisture–atmosphere coupling identified in the GLACE study
(Fig. 8c), and fit well the definition of transitional climate zones.
However, they include some regions not identified in the GLACE
study, in particular theMediterranean climate zone (but there are also
differences in e.g. equatorial Africa). This may be due to the fact that
the GLACE study was performed using the SST conditions of only one
year (1994), compared to the 20-year period considered in the IPCC
AR4 analysis (Seneviratne et al., 2006a). Moreover, the GLACE
experiment focused on impacts of soil moisture for subseasonal
climate variability, while the ρ(E,T) diagnostic was applied to the IPCC
simulations to investigate the role of soil moisture for interannual
variations in temperature. Note that the GCM-based hot spots
identified in Fig. 8c and e for present climate appear overall consistent
with the geographical distribution of moisture-limited evapotranspi-
ration regimes diagnosed from the GSWP-2 dataset (Fig. 8a; these
latter regions are more extended since they also include dry climate
regimes in addition to transitional climate regimes).

5.1.3. Evidence from observations
The two estimates of soil moisture–temperature coupling (c and e)

displayed in Fig. 8 are based on modelling datasets. However, the
comparison of the derived patterns with the correlation of measured
evapotranspiration with global radiation as derived from FLUXNET
observations (Fig. 8b), suggests that the regions with soil moisture-
limited regime (i.e. low ρ(Rg,E)) are overall correctly captured in the
models (with the exception of the Mediterranean region for the GLACE
simulations), though the observations show strong spatial variability in
North America. This is also consistent with the recent results of Koster
et al. (2009a),who investigated the linksbetween regional precipitation
availability and interannual temperature variability from observational
datasets to derive indirect observations-based estimates of soil
moisture–temperature coupling: Overall, the inferred patterns are
similar to those in Fig. 8c,e (though not perfectly overlapping), and a
signal is identified in theMediterranean region as suggested by theρ(E,T)
analysis of the IPCC AR4 simulations (Fig. 8e).

5.2. Soil moisture–precipitation coupling

5.2.1. Historical overview
The investigation of soil moisture–precipitation coupling has been

the subject of much research for several years to decades. First
speculations on the impact of soil moisture for precipitation date back
to the 19th century (see e.g. Holzman, 1937, cited in Eltahir, 1998). In
the second half of the 20th century, early modelling studies
investigated the potential role of soil moisture for global and regional
climate with sensitivity experiments (e.g. Charney, 1977; Shukla and
Mintz, 1982; Yeh et al., 1984). These investigations spurred a long-
lasting interest in this topic.

Until the 1990s, many studies focused on the concept of moisture
recycling, i.e. the quantification of the ratio of precipitated water that
is directly contributed by regional evapotranspiration (see e.g.
Brubaker et al., 1993, and Eltahir and Bras, 1996), with possible
inferences regarding corresponding land–atmosphere interactions
(e.g. Rodríguez-Iturbe et al., 1991; Entekhabi et al., 1992). Most of
these analyses were based on simple budget calculations using either
model or observational data (e.g. Budyko, 1974; Eltahir and Bras,
1994). More detailed approaches using water-vapour tagging in

climatemodels or the computation of back-trajectories have also been
successfully implemented (e.g. Joussaume et al., 1984; Koster et al.,
1986; Dirmeyer and Brubaker, 1999; Brubaker et al., 2001; Bosilovich
and Schubert, 2002; Bosilovich and Chern, 2006).

Recent studies on soil moisture–precipitation coupling have,
however, emphasized more prominently the role of indirect interac-
tions, rather than moisture recycling per se (e.g. Ek and Mahrt, 1994;
Betts et al., 1996; Beljaars et al., 1996; Paegle et al., 1996; Giorgi et al.,
1996; Eltahir, 1998; Schär et al., 1999; Pal and Eltahir, 2008; Findell
and Eltahir, 2003a,b; Ek and Holtslag, 2004; Betts, 2004; Taylor and
Ellis, 2006; Taylor et al., 2007; Alfieri et al., 2008; Hohenegger et al.,
2009; Santanello et al., 2009). These mechanistic studies highlight
that in many instances the key for understanding soil moisture–
precipitation interactions lies more in the impact of soil moisture
anomalies on boundary-layer stability and precipitation formation
than in the absolute moisture input resulting from modified
evapotranspiration. For instance, the additional precipitated water
falling over wet soils may originate from oceanic sources, but the
triggering of precipitation may itself be the result of enhanced
instability induced by the wet soil conditions (or in some cases dry
soil conditions, see Section 5.2.2). Moreover, also non-local feedbacks
can be important, i.e. advection of evaporated moisture for neigh-
bouring land regions (e.g. Rowell and Blondin, 1990; Beljaars et al.,
1996; see also Section 6.2). In addition, several studies have also
highlighted the possible role of land surface heterogeneity for the
generation of mesoscale features and resulting precipitation forma-
tion (e.g. Chen and Avissar, 1994; Pielke et al., 1998). In the next
subsection, we discuss in more detail the chain of processes playing a
role in soil moisture–precipitation feedbacks.

5.2.2. Processes leading to soil moisture–precipitation coupling and soil
moisture–precipitation feedback

As a conceptual framework, we depict in Fig. 10 a simplified
representation of the processes that contribute to soil moisture–
precipitation coupling and soil moisture–precipitation feedback:
(A) the relationship between soil moisture anomalies and subsequent
evapotranspiration anomalies; (B) the relationship between evapo-
transpiration anomalies and subsequent precipitation anomalies;
(C) the relationship between precipitation and subsequent soil
moisture anomalies. Soil moisture–precipitation coupling refers to
steps (A) and (B), while soil moisture–precipitation feedback refers to
the full cycle (A–C)—see also Appendix A. We will discuss here these
three steps (A–C), starting with relationship (C), which is the easiest
to establish, and closing with relationship (B), which is the most
subject to uncertainty.

Fig. 10. Processes contributing to soil moisture–precipitation coupling and feedback
loop Positive arrows (blue) indicate processes leading to a positive soil moisture-
precipitation feedback (wetting for positive soil moisture anomaly, drying for negative
soil moisture anomaly), the negative arrow (red) indicates a potential negative
feedback damping the original soil moisture anomaly, and the red-blue arrow indicates
the existence of both positive and negative feedbacks between evapotranspiration and
precipitation anomalies. (A), (B) and (C) refer to the different steps of the feedback loop
(see text for details).
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@T

@t
= �MsrH · v + P +Rn +Hsurf � vT ·rHT

Vertically-averaged atmospheric heat and moisture budgets 
 
 
 
 

Advection is imposed at the ocean-land interface 

@q

@t
= MqrH · v � P + E � vq ·rHq

America (Fig. 2; see section 6 for a discussion of caveats
to applicability of the prototype to this region):

MS$ ! v 5 P 1 Rsurf 1 Rtoa 1 H (1)

"(Mqpq)$ ! v 5 "uq›xq 1 E" P. (2)

Here, Rsurf and Rtoa are the net surface and top-of-the-
atmosphere shortwave plus longwave radiative heating,
respectively; E is latent heat flux (evapotranspiration);
H is sensible heat flux; and P represents convective
heating in (1) or drying in (2). For T and q in units of
kelvin (the latter by absorbing the ratio of latent heat of
condensation, L, to heat capacity at constant pressure,
cp), the radiative, turbulent heating, and convective
fluxes are dimensionalized to K s21 (normalizing by
cpDpg21, where Dp is the tropospheric pressure depth
and g is acceleration due to gravity, respectively). The
terms on the left-hand side of each equation are related
to vertical heat and moisture flux convergence, with $ ! v
(units of s21) related to the convergence of the flow
(signed positive for conditions of low-level conver-
gence), and Ms and Mq 5 Mqpq (K) are dry static sta-
bility and moisture stratification, respectively (Yu et al.
1998). The first term on the right-hand side of (2) is the
horizontal moisture advection, with uq (m s21) the
projection of the wind field onto the vertical structure
of q. A comparable term in the temperature equation is
neglected because horizontal temperature gradients are
assumed to be weak (Sobel and Bretherton 2000).

Adding (1) and (2) and invoking a zero net surface
flux constraint, Rsurf 1 E 1 H 5 0, yields an expression
for the convergence, that is,

$ ! v 5 M"1(Rtoa " uq›xq), (3)

which upon substitution into the moisture Eq. (2) yields

P 5 E" uq›xq(1 1 Mqpq/M) 1 MqpqRtoa/M. (4)

Here, M 5 Ms 2 Mqpq denotes the gross moist stability.
For nonconvecting regions, with P 5 0, it is instructive

to consider instead

= ! vnc 5 M"1
s (Rtoa " E). (5)

The nonconvecting region moisture equation is then as
follows:

uq›xq 5 MqpqM"1
s (Rtoa " E) 1 E. (6)

From (6), it can be seen that E has two effects that tend to
cancel each other out. On the one hand, E . 0 corre-
sponds to a source of tropospheric moisture, while on the
other hand E . 0 offsets the effect of net energy input at
the top of the atmosphere (Rtoa . 0), reducing $ ! vnc.
Combining the terms in E shows the effective contribu-
tion of E is scaled by a factor of (1 2 MqpqM21

s ) 5 MM21
S .

For the idealized steady-state convective margin so-
lution of LN07, E in the nonconvecting portion of the
domain was set to zero because w 5 0 in the absence of
recharge by precipitation. However, realistic situations
for which E is nonzero are encountered on seasonal or
subseasonal time scales, as with the annual cycle move-
ments of land region convection zones because the decay
time for w is of order a few months.

b. Shift of the convective margin associated with an
imposed evaporation in the nonconvecting region

It is notationally convenient to recast (6) as

›xq" lE(x)q 5 u"1
q E, (7)

where

lE(x) 5 Mqp(Msuq)"1(Rtoa " E). (8)

Here, lE(x), which is in units of length21, can be in-
terpreted as the local spatial rate of moisture increase
along an inflow trajectory associated with moisture
convergence.

For arbitrary Rtoa(x) and E(x), integrating (7) be-
tween the inflow position (at x0) and x yields

q(x) 5 eL(x)[q(x0) 1
ðx

x0

e"L(x9)u"1
q E(x9)dx9], (9)

where L(x) 5
Ð x

x0 lE(x9)dx9. The second term in brackets
on the right-hand side of (9) represents the spatially

FIG. 2. Convective margin prototype schematic. Shown are the
geometry of the prototype, which is oriented to reflect the land–
ocean configuration for northeastern South America, and the
principal elements included in it (refer to text). The solid blue and
black lines are precipitation and moisture profiles over the land
region. The dashed lines reflect behavior in the presence of tran-
sients that tend to smear the edge of the convection zone (see
LN07). In later discussion, anomalous inflow (outflow) conditions
correspond to stronger (weaker) low-low level flow in the direction
of the horizontal gray arrow.
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profiles of potential temperature and specific humidity
taken on 10 and 12 June 1992 during an intensive ra-
diosounding program by W. Brutsaert and N. Dias, as
described in Schiebe et al. (1993), indicate that Lz

ranges diurnally from approximately 50 to 175 m. While
it is encouraging that our simplified 2Dmodel of surface
and atmospheric conditions at the two sites yields
comparable pan evaporation trends, care should be
taken because of the model assumptions made. Specifi-
cally, considering that the model upper temperature and
humidity boundary conditions are set to force a driving
gradient (and are not calibrated to actual temperature
and humidity profiles at the sites), it is not logical to
infer too much from direct zveg and Lz comparisons,
apart from first-order sensitivity analyses. Furthermore,
the 2D model used in this study assumes that horizontal
heterogeneities (in roughness or other surface charac-
teristics) that are likely to occur over scales of kilome-

ters, as would be found between E and Epan measure-
ments used by Kahler and Brutsaert (2006), are insig-
nificant. The good fit between modeled and measured
Epan shown in Fig. 6 suggests that the results of this
study may be applicable over longer horizontal spatial
scales, despite the Lx 5 50 m assumption. In other
words, whereas b may change slightly because of hori-
zontal differences in Lz and zveg, the general comple-
mentarity between Epan and E holds regardless of
boundary conditions (and horizontal variations
thereof), given variable moisture availability.
Note that, while Kahler and Brutsaert (2006) found

b ; 5 at the daily scale, others (Brutsaert and Stricker
1979; Morton 1983; Parlange and Katul 1992; Yang et al.
2006) have found a b closer to 1, as originally suggested
by Bouchet (1963) andMorton (1965). In addressing this
issue, Kahler and Brutsaert (2006) note that many pre-
vious studies average data over long periods (from
weeks to months) and that using such data in turbulence
calculations can lead to large biases. Furthermore, a
review of these works indicates that in most cases Epan

was not measured but rather wasmodeled using Penman
(1948)-based equations, which, as demonstrated above,
do not represent the true multidimensional, coupled
advection–diffusion physics of an evaporation pan in a
drying landscape and, therefore, may not provide the
best theoretical cornerstone for inferences intoE trends.
While the relationship between terrestrial and pan

fluxes in the energy-limited scenario is not explored in
this study, the model representation thereof would be
similar to the equilibrium solution described previously,
but for variable RN conditions. As such, the equal re-
gional and pan fluxes would simply shift vertically on
Fig. 1 at the moisture-unlimited convergence point.

6. Summary and conclusions

In summary, the following conclusions have been
reached, under the assumptions made herein to model
an evaporation pan in a drying environment:

1) The relation between E and Epan is linear. This im-
plies that b in Eq. (1), which Bouchet (1963) has
interpreted as the fraction of liberated sensible heat
that becomes available to increased pan evapora-
tion, is constant (i.e., does not change with E).

2) The sensitivity of Epan to E, that is, ›Epan/›E 5 2b,
does not depend upon wind speed. Changes in wind
speed increase advection and turbulent diffusion
[through Eqs. (3) and (4)] proportionally and influ-
ence E and Epan identically, and thus the wind effect
cancels out.

3) The dependence of Epan on E does not depend on
the upper boundary conditions (Ttop and rtop) or the

FIG. 6. Comparison of CR results found using the 2D model in
this study with the Kahler and Brutsaert (2006) analysis of nor-
malized data from the (a) Konza Prairie and (b) Little Washita
basin. Fluxes are normalized as Epan1 5 (CpEpan)/E0 (circles),
E1 5 E/E0 (triangles), and EMI 5 E/(CpEpan). This figure is repro-
duced/modified from Figs. 4 and 5 of Kahler and Brutsaert (2006).
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Blue: ET=s2 Ep 
Red: ET=s4 Ep 

Gray: Original Budyko curve 
 

Overall shape is well described through land-atmosphere coupling. 


