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ABSTRACT

Carton, J.A. and Shukla, J., 1991. Predictability of the tropical Atlantic Ocean. J. Mar. Syst., 1: 209-313.

We have used a primitive equation multi-level model of the tropical Atlantic Ocean to calculate the time evolution of sca
surface temperature and ocean circulation due to a prescribed surface stress forcing for a given year. We have then repeated
the model infegration starfing from the same initial oceanic state as the first integration but with quite different surface stress
forcing given by atmospheric observations from another year. We have examined the rate at which the differences between the
two model-simulated ocean states grow with time and find that it takes only about three months for the differences to grow
from zero to their saturation value. We have also examined the time growth of differences between two ocean model
simulations for which the atmospheric forcing of surface stress was identical but the initial ocean states were quite different. In
this case also, we find that it takes only about three months for the initial large differences to decay to their minimum value.

The results of these experiments lead to the following conclusions: (1) In the absence of accurate surface forcing, an
accurate estimate of the ocean circulation at some initial time will lead to a reasonable estimate of circulation for only a few
months, (2} Given accurate surface forcing, errors in the thermal and velocity structure of the ocean decrease rapidly within a
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few months. However some residual error will remain.

Introduction

Recent successful simulations of the tropical
ocean circulation with multi-level high resolution
ocean general circulation models have given some
hope for the possibility of making forecasts of
tropical sea surface temperature (SS7) and ocean
circulation (Philander and Seigel, 1985). These
simulations have been carried out with the ob-
served surface stress forcirig and simple para-
meterizations of surface heat flux forcing. A rea-
son for these successes is that the variability of
tropical occans is largely controlled by atmo-
spheric forcing. Internal dynamical instabilities
secem to play little, if any, role which implies that
the state of the ocean at some time can be de-
termined just by knowing the history of surface
forcing, In the coupled ocean/atmosphere fore-
cast problem the surface forcing will never be
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known ahead of time and therefore it will be
useful to estimate the effects of incorrect surface
forcing on the predictability of tropical SST and
circulation. This paper is an attempt to estimate
these effects.

During the past 20 years there have been
numerous studies examining the classical predict-
ability of atmospheric circulation (see Lorenz,
1965; Charney et al.,, 1966 and Shukla, 1985 for
reviews) and it is understood that due to the
nonlinearity and instability of atmospheric flows
and imperfections of atmospheric models, small
errors introduced in the definitions of the initial
state of the atmosphere grow and make the fore-
casts- useless after 2-3 weeks. Errors in the
boundary conditions for the atmosphere (viz. SST
at the lower boundary and solar forcing at the
upper boundary) do not affect the nature of the
error growth in any significant way. This is prim-
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arily so because surface boundary forcing changes
slowly compared to the time-scales of atmospheric
fluctuations.

The question of predictability of tropical SST
and ocean circulation differs from that of atmo-
spheric circulation in a very important aspect.
Atmospheric fluctuations are in fact the forcing
for oceanic circulation and therefore, unlike the
question of atmospheric predictability where the
the primary concern is the errors in the imitial
conditions and the model, for investigating the
predictability of the tropical ocean one must also
consider the effects of errors in boundary condi-
tions. In fact it will be seen that this is an im-
portant factor limiting the predictability of the
tropical ocean circulation, In contrast to the atmo-
sphere, if perfect surface forcing were available,
the ocean’s response becomes largely predictable,

Philander et al. (1987) have argued convine-
- ingly that the influence of errors in initial condi-
tions on the evolution of the circulation in a
prognostic ocean model is partly a matter of dy-
namic adjustment. In dynamic adjustment various
low frequency waves set up pressure gradients to
balance the wind stress and so reduce the accelera-
tion of the currents. According to this view the
equatorial Atlantic will lose memory of its initial
state in approximately the time it takes a low
mode Kelvin wave to travel eastward along the
equator from shore to shore (one month for a
wave travelling at 2.5 m/s) and for a low mode
Rossby wave to return (= three months). However
the speeds of waves involved in dynamic adjust-
ment depend on the space and time scales of the
wind field and decrease at higher latitudes, so the
time during which adjustment occurs may vary. In
the Pacific Ocean this mechanism is complicated
by the possibility of rapidly growing coupled oc-
ean/ atmosphere instabilities which would make
the ocean sensitive to its initial state (eg. Philander
et al, 1984; Gill, 1985). However there isn’t yet
evidence for strong coupled instabilities in the
Atlantic. :

We note that an alternative mechanism for
predictability of the coupled system has been pro-
posed by Cane and Zebiak in a series of papers
(Cane et al., 1986; Cane and Zebiak, 1987; Zebiak
and Cane, 1987; Zebiak, 1989). They argue that it
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is the longer time-scales associated with the build-
up of heat in the equatorial ocean which gives rise
to El Nific. Irregular, but predictable exchanges of
heat occur between the ocean and atmosphere so
Pacific Ocean changes should be predictable on
time-scales of a year or more. However Goswami
and Shukla (1990} in examining the same model,
have concluded that this mechanism, at most,
accounts for only a fraction of the predictability
of the system and that the system memory is lost
as the ocean responds to errors in the wind field
and through the growth of coupled ocean/
atmosphere instabilities (also discussed by Phi-
lander and Lau, 1988).

In this paper we follow the classical approach
pioneered for atmospheric predictability studies in
which identical twin experiments are carried out
either by changing the initial conditions or
boundary conditions. Since this is, to our knowl-
edge, the first study to consider both types of -
experiments, we have chosen to examine the in-
fluence of very large changes in the initial and
boundary conditions. In the future such investiga-
tions can be refined by introducing more realistic
perturbations in the initial and boundary condi-
tions,

If accurate analyses of ocean circulation were
available, as they are of the atmosphere we could
use them to provide initial conditions and verifica-
tion, In the absence of oceanic analyses we rely on
a multi-year integration of the ocean model which
we regard as the “true ocean circulation”. The
winds of the tropical Atlantic are highly seasonal,
much more seasonal than in the Pacific, and so the
oceanic thermal fields for January for several years
forms a set of similar, but not identical, conditions
which we will use for initial condition error ex-
periments.

The multi-level primitive equation model used
for the numerical experiments has been described
in the next section. The subsection gives a brief
description of the tropical Atlantic circulation as
seen in the numerical simulation. We have con-
ducted two sets of experiments:

— Errvors in boundary conditions: we start with
identical initial ocean states, but force the model
with two quite different surface forcing functions
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and examine the rate at which the solutions di-
verge, The limit of this experiment has been ex-
amined by a number of authors, (Inoue and
O'Brien, 1984; Latif, 1987; Leetmaa and Ji, 1990;
McPhaden et al,, 1939 and comprehensively by
Harrison et al., 1989) by comparing differences in
the response of the Pacific Ocean to different
wind analyses. Of these studies only Inoue and
(’Brien examined the rate of divergence, and only
for one case in a simplified ocean model. Our
results are described in the third section.

— Errors in initial conditions: we use the identical
atmospheric forcing but start pairs of simulations
with quite different initial conditions. The second
set of experiments are similar to the one reported
in Philander et al. (1987)—the only difference
being that they were mainly interested in the ad-
justment time whereas we present the growth rate
of area averaged errors in attempt to determine
the deterministic predictability of tropical ocean
circulation. These results are described in the
fourth section. The fifth section gives a summary
and discussion of results.

The model

The primitive equation model used in these
calculations is that of Philander and Pacanowski
(1986). Horizontal friction and diffusion are as-
sumed to be harmonic with a diffusion coefficient
of 2X 107 em?/s. Vertical friction and diffusion
have the same Richardson number dependent for-
mulation as in Pacanowski and Philander (1981),
allowing mixing to increase in high shear regions
sich as the undercurrent.

The model domain extends from 30°8 to 50°N
with 1° X 4° resolution equatorward of 10° and
coarser resolution at high latitudes (Fig. 1). The
vertical differencing is carried out on 27 level
surfaces, with 10 m spacing in the upper 100 m.
Realistic basin geometry and topography are in-
cluded. The first model gridpoint is at 5 m depth,
but for convenience the temperature is assumed to
be uniform for the upper 5 m. The meridional
boundary conditions specify that the model tem-
perature and salinity fields relax to seasonal
climatological conditions at 30°8 and 50°N. The
seasonal climatology is that of Levitus {1982).
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Fig. 1. Model grid.

The model is forced by the observed wind
stress data set of V. Cardonne (pers. commun,,
1986), based on the European Centre for Medium
Range Weather Forecasts (ECMWF) wind prod-
uct with the wind directions corrected to be con-
sistent with ship wind observations. The winds are
linearly interpolated from the monthly average at.
each time step. Surface heating due to incident
solar radiation is assumed to have a constant
value corresponding to its climatological average.
Sensible and latent heating are estimated from a
bulk formuia which depends on the air—sea tem-
perature contrast where climatological seasonal air
temperature is specified (described in Philander
and Pacanowski, 1986).

We estimate the damping time-scale by de-
termining the time required for a uniform temper-
ature mixed layer to come into equilibrium when
the ocean is initially 29° C and the atmosphere is
28°C. For a 150 m deep mixed layer 100 days is
required for the change in ocean temperature from
its initial value to reach 90% of its final value. For
a 100 m deep mixed layer this time-scale reduces
to 75 days. Experiments have been conducted to
examine the impact of an alternative, noninterac-
tive heat flux formulation in which the ocean
temperature is assumed to be a uniform 27°C in
the evaporation calculation instead of being the
surface temperature predicted by the model. The
effect of changing the heat flux formulation is
discussed in the third section. Some repetition of
the experiments described here with this alterna-
tive heat flux formulation gives results similar to
those presented.
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In a separate study we have carried out a
detailed comparison of the model integration with
simultanecus direct observations of surface and
subsurface temperature and velocity (Carton and
Hackert, 1990). We have found that the seasonal
changes produced by the model are qualitatively
correct although of somewhat reduced amplitude.
Interannual variations are also somewhat weak
due to reduced interannual variability in the wind
field and the model does contain systematic (time
mean) errors of up to several degrees at thermo-
cline depths due to misplacement and spreading
of the thermocline. However, because the different
model integrations compared in this study have
similar systematic errors, we believe that they do
not significantly influence the differences between
model integrations.

Seasonal circularion

The tropical Atlantic Ocean has a strong sea-
sonal cycle, driven by seasonal changes in the
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ZONAL WIND (dyn/cm?)
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Fig. 3. Zonal wind stress over the equatorial ocean (2°S-2°N,
45° W—-15°E) as a function of time.

wind field. During the boreal late winter and
spring the trade winds along the equator weaken
and the eastward flowing North Equatorial Coun-
ter Current disappears. Along the coast of Brazil
the North Brazil Current extends northward carry-
ing water into the Guiana Current. Warm water is
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Fig. 2. Temperature at 55 m for the control run. (a) January, 1983 and (b) July, 1983. The contour interval is 2° C.
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confined to the west with cold water to the east,
particularly poleward of 10°. These features are
evident in the model-derived thermal fields (Fig,
2a,b).

As the year progresses the convergence zone in
the wind field shifts northward and the Counter
Current returns, in association with a deepening
of the thermocline north of the equator, where 55
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m temperatures reach 29° C, The thermocline rises
in the Gulf of Guinea in response to wind-induced
upwelling. This steepens the slope of the thermo-
cline and increases the zonal temperature gradient
at 55 m. Surface temperature (not shown) also has
a significant seasonal cycle. During the winter
warm surface temperatures appear in the northern
Gulf of Guinea. By summer the cool anomaly
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Fig. 4. Spatial distribution of temperature differences at 55 m (a) differences between January, 1984 and January, 1983, (b)
differences between July, 1984 and July, 1983, and (c) differences between January, 1985 and January, 1983, Contour interval is
Dashed lines indicate negative differences.
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along the equator intensifies and the warm region
north of the equator expands westward, increasing
the north—south temperature gradient along the
equator.

In addition to the predominant seasonal cycle,
the tropical Atlantic does show some interannual
changes. During much of 1983 the trade winds in
the western tropical Atlantic were anomalously
intense causing the average zonal winds along the
equator to be stronger than normal. As the trade
winds relaxed in early 1984, the convergence zone
in the wind field was shifted unusually far south-
ward and the zonal component of the trade wind
stress near the equator dropped below 0.2
dynes/cn?® (Fig. 3). In response, the temperature
fields for January, 1984 show a strong warming of
the eastern equatorial region compared to 1983
(temperature differences are shown in Fig. 4a)
(Philander, 1986). This warming is associated with
a deepening of the thermocline similar to that
observed along a meridional transect at 4°W in
early 1984 (Houghton and Colin, 1986). North
and south of the equator in the east, the cold
intrusions intensify, with 55 meter water reaching
temperatures of 14°C in the tropics. As this cold
water approaches the equator it causes a strong
meridional temperature contrast. In July the east-
‘ern Gulf of Guinea is anomalously warm, while
the central basin shows cooler temperatures. The
temperature fields in January, 1985 are anoma-
lously cold throughout the equatorial zone, as
indicated by the temperature difference from
January, 1983 shown in Fig. 4c. Weakly warmer
temperatures prevail poleward of 10°.

Errors in boundary conditions

To provide the initial conditions for the identi-
cal twin experiments, and for verification, we use
a multi-year control simulation (kindly provided
by G. Philander). This simulation has been carried
out by forcing the same numerical model with
identical parameters as used in this study, with
observed winds from January 1982 to January
1985. The initial conditions for the control simula-
tion are provided by the model-simulated climato-
logical January conditions of temperature and
salinity (described in Philander and Pacanowski,
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TABLE 1

Numerical simulations of tropical Atlantic circulation during
1982-1985. Initial conditions are provided by the control simu-
lation except as noted. The starting date of the surface wind
forcing varies between simulations

Simulation Date of density Beginning date Duration

designation initial conditions' of forcing {months)
Control 1-15-82 2 1-15-82 36
A 1-15-83 1-15-83 7
B 1-15-84 1-15-83 7
c 1-15-85 1-15-83 4
D 1-15-83 3 1-15-83 4
E 7-15-83 7-15-83 4
F 7-15-84 7.15-83 4
G 1-15-83 1-15-84 7
H 1-15-83 1-15-82 4
T 1-15-84 1-15-84 4
J 1-15-83 1-15-83 4 4

! Initial velocity fields are zeroed.

2 Tnitial density fields are obtained by integrating the model
with climatological forcing for several annual cycles,

3 Temperature ficlds corrected by objective analysis,

* Heat flux modified to use specified climatological latent
heating instead of interactive latent heating.

1986). Our identical twin experiments use the sec-
ond two years of the simulation.

In the first set of experiments we compare
simulations begun with identical initial conditions,
but forced by winds from different years, In these
experiments we examine the extreme hypothesis
that the initial state of the ocean can be de-
termined accurately, but that the surface forcing is
known only crudely. There are three independent
pairs of simulations which allow us to examine
this hypothesis: A-G, A-H, B-I. We use this
two letter designation to describe the pairs with
cach letter representing one of the simulations
listed in Table 1. The simulations are defined as
follows:

Simulations A, G and H. In these simulations
(listed in Table 1) initial conditions of temperature
and salinity are obtained from the control simula-
tion at January 15, 1983, Thus the initial condi-
tions for the three simulations are identical. The
surface forcing is linearly interpolated at each
time step from successive monthly averaged winds
and surface temperature, as described in the sec-
ond section. In simulation A the forcing begins on
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January 15, 1983 for ¢ it begins on Januvary 15,
1984, and for H it begins on January 15, 1982,

Simulations B and I In these simulations the
initial conditions are obtained from the control
simulation on January 15, 1984. The forcing be-
gins on January 15, 1983 for B and January 15,
15984 for I. For B, as well as for ¢ and H the
winds are considerably out of balance with the
model initial conditions and so the model under-
goes a period of adjustment.

Each experiment consists of a pair of simula-
tions which, since they have the same initial condi-
tions, have an initial difference of zero. The dif-
ference grows as the different winds force changes
in the circulation. We interpret these differences
between the pairs of simulations as errors which
are introduced into the model by inaccurate
forcing, the inaccuracies being the difference be-
tween the two forcing fields. We use a root mean
square { RMS) estimate to characterize the behav-
ior of the errors for several different parameters as
a function of integration time. For the quantity x
at level z,, for simulations 7 and j, the RMS error
integrated over an area [f da is defined as

RMS, . (t, z)

) [ff[x,.(r, 20) = x,;(t 2)]° da]lﬂ- o

(ffa)”

For the discussion below unless otherwise speci- -

fied [f da will include all the oceanic area from
15°8-15°N, 80° W-15°E.

The initial growth rate for SST error is
0.4° C/month (Fig. 5). The low errors of A-H
after three months reflect the similarities between
1982 and 1983 winds. The largest errors are ob-
tained when comparing simulations forced by the
1983 and 1984 winds because of the strong dif-
ferences between these years. To obtain an esti-
mate of the average error growth, we average the
three RMS error curves of Fig. 5. For the average
error this rate of growth (0.4° C/month) is main-
tained for two months, after which the error levels
out at 0.5° C. The standard deviation of the growth
curves shows that the estimate of error growth is
only approximate due to the limited number of
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Fig. 5. RMS difference between surface temperature simula-
tions averaged between 15°5-15°N as a function of integra-
tion time, computed from eqn. (1). The simulations are listed
in Table 1 and indicated by upper case letters. The three pairs
which are forced with differing winds but have identical initial
conditions, are described in the text. The average of the indi-
vidual curves is bold, The vertical bars show one standard
deviation of the estimates. The saturation error estimated from
the model simulations is 1.1°C.

simulations, The deeper temperature levels (Figs,
6a,b) show a memory time which is similar to that
of SST. The zonal velocity errors (Figs. 6c,d)
exceed 10 cm/s in the surface and greater than 6
em/s at 50 m after a month. After this time the
errors remain relatively constant,

After integrating for a long time, the errors can
be expected to become as large as the differences
between any two surface temperature analyses for
the same month of randomly chosen years. In
numerical weather prediction this limit is known
as the saturation error and can be calculated from
historical analyses of weather. For the ocean the
only variable which is available for many years is
SST. Servain et al. (1987) has produced a many
year analysis of monthly SST for the Atlantic
based on ship observations. The root mean square
of the temperature differences in all months from
year to year in the region 15°S-15°N from
Servain’s analysis is 1.96° C. The difference be-
tween this number and the saturation error com-
puted from the simulations indicates that the
model has significantly less surface temperature
variability (= 1.1° C) than is observed. We believe
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the lowered variability is parily due to the climato-
logical heat flux parameterization, but the reduced
variance of the monthly averaged winds may also
be responsible. Although in this study we mainly
consider the effect of errors in the surface winds,
several experiments were conducted to examine
the importance of errors in the surface heating, In
one experiment listed as J in Table 1, the heat
flux described above was modified, with the usual
formulation of latent heating, which varies with
simulated sea surface temperature, replaced with

2.0 T T T H 1
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specified climatological seasonal latent heating de-
rived from the Comprehensive Ocean—Atmos-
phere Data Set (Oberhuber, 1988). The incident
solar radiation had to be increased somewhat in
order to make the simulated S8T’s reasonable in
this experiment. Figure 7 shows the RMS dif-
ferences between J and a simulation with the
same initial conditions and winds (4). SST un-
derwent a rapid change which was as large as the
changes resulting from differing wind stresses, but
this change was primarily nearsurface and occured
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Fig. 6. Average RMS differences as a function of integration time for the pairs of simulations shown in Fig. 5. {a) 55 m temperature
(individual curves included), (b) heat content, (¢} surface zonal velocity and (d) 55 m zonal velecity. Heat content is defined as
E’QmmeT dz, where C, = 3.99 X 105 fm~*° C~L, Units are J /em?. Vertical bars show -+ one standard deviation of the estimates.
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over a longer timescale. Below the surface chang-
ing the surface heating had little impact in four
months (compare the solid and dashed curves).

Averaging the errors with latitude masks some
latitudinal dependence. The error growth of
surface temperature is more rapid away from the
equator, where surface temperature changes are
mostly a function of local heating and storage,
than in the equatorial band where advection is
important (compare Fig. 8a,b). At 55 m the error
growth of temperature is influenced by dynamic
adjustment of the thermal structure. This occurs
more rapidly in the equatorial zone than further
north (compare Fig. 8c,d). As shown in the follow-
ing section, both at surface and subsurface levels
the saturation error is greater nearer the equator
in the region of strong currents.

Errors in initial conditions

In the second set of experiments we compare
simulations forced with identical winds, but begun
with initial conditions from the same month of
different years. In these experiments we examine
the extreme hypothesis that the wind forcing can
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Fig. 7. RMS difference as a function of integration time for a
pair of simulations 4 and J which have identical initial
conditions and wind forcing. The simulations differ only in the
specification of surface heat flux, with A4 having the usual
interactive heat flux described in second section and J having
specified climatological latent heating, Surface temperature
(solid), 55 m temperature (dashed} and surface zonal velocity

(dotted).

RMS ZONAL VELOCITY {cm/s)
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be determined accurately, through the use of a
satellite scatterometer for example, but that the
initial state of the ocean can be known only crudely
due to limited subsurface data. We have five pairs
of simulations which satisfy these conditions 45,
A-C, A-D, E-F and G-I. Bach of these pairs is
four months long except 4-B which is extended
to seven months. Other pairs can be formed but
will not be independent of these,

Simulations A, B, C and D. In these experi-
ments the wind forcing begins on January 15,
1983. The initial conditions for 4, B and C are
obtained from the control run at January 15 of
1983, 1984, and 1985 respectively.

For D the initial conditions and initial date of
the surface forcing are both January 15, 1983, as
in A. However the initial temperature field has
been updated using actual surface and subsurface
temperature observations from December, 1982
through February, 1983, In the updating proce-
dure, which is described in Carton and Hackert
(1989), the simulated temperature fields for
January 15, 1983 from the control run are used as
a first guess. At each of the 20 model levels
between the surface and 484 m, the temperature
field is corrected for the approximately 400 inde-
pendent measurements of temperature, using a
space—time objective analysis procedure.

The subsurface observations of temperature
differ significantly from the model simulated
fields. This means that the initial conditions for D
are more different from the control January, 1983
temperature fields than the simulated January,
1984 or 1985 initial conditions are from the con-
trol January, 1983 fields. As noted above, a com-
prehensive analysis of the data assimilation errors
is provided in Carton and Hackert (1990).

Simulations E and F. In this experiment the
simulations are forced with winds beginning July
15, 1983, during a time of the year when the
intertropical convergence zone is shifted north-
ward. The initial conditions are obtained from the
control run from July 15, 1983 and 1984 respec-
tively.

Simulations G and I. In this experiment the
winds begin January 15, 1984 and as before the
initial conditions are obtained from the controt
run for January 15, 1983 and 1984 respectively.
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The SST error curves are shown in Fig. 9 as a
function of integration time for all five simulation
pairs. The pair contfaining D, the updated field,
has the largest initial error, while the simulation
pairs beginning with January 15, 1983 and 1984
fields (4—B and G-I) have the smallest initial
error. The initial rate of error decay varies sub-
stantially among the simulation pairs. The simula-
tions which were begun in July { E-F) maintain
the largest error after four months ((.5° C).

The average error has been computed as in the
first experiments. The error is initially 0.8°C,
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slightly less than the temperature error of 1.1°C
estimated from the initial conditions from the first
set of experiments. The average error reduces
within two months by more than a factor of two
to 0.3° C. The rapid decrease in errors within two
months is consistent with a dynamic adjustment
which rapidly redistributes density anomalies
longitudinally. However, the meridional adjust-
ment occurs more slowly. The residual error after
four months results from changes in the total
amount of heat in the tropics, which is determined
by the balances of surface heating, storage and
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temperature in the equatorial band, (d) 55 m temperature in the northern band,
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1.26 1

AMS TEMPERATURE (degrees)

MONTHS

Fig. 9. difference between surface temperature simulations
averaged between 15°S-15°N as a functlion of integration
time, computed from eqn. (1). The simulations are listed in
Table 1 and indicated by upper case letters. Five pairs of
simulations are shown which are forced with identical winds
but have differing initial conditions. The average of the five
curves is bold. Vertical bars show one standard deviation about
the average curve,

advection, Similar persistence of error can be seen
in the 55 m temperature and heat content fields
(Figs 10a,b).

Because the simulations are sampled once a
month and the velocity fields are zero initially, the
error curves in Fig, 10c,d only exist after one
month of integration. The error is approximately
constant for the second month of integration and
then decays slowly through the third and fourth

TABLE 2
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months. A convenient representation of the aver-
age error curves is given by an exponential ex-
pressing the rapid dynamical adjustment, plus a
constant.

RMS, ¢

X6X;

= {RMSx,-,Xj(t; 0) - RMSvaXf(t = 00)]

x e/ Tod RMS, , (1= c0) . @

where RMS, . (f=c0) and decay time T, are
estimated by a least squares fit to the average
error curve, These numbers, given in Table 2,
allow us to compare the characteristic adjustment
time of different variables. In both temperature
and velocity the adjustment occurs most rapidly in
the upper ocean, and more rapidly in temperature
than velocity. The residual error is larger at 55 m
in temperature than at the surface, but is the same
at both depths for velocity.

Even though the magnitude of the temperature
error decreases by a factor of two in two months,
the spatial distribution of the error is persistent.
After two months of integration the A-C 55 m
temperature difference still shows a negative
anomaly near the equator with minimum values in
the central basin and positive differences pole-
ward of 10°(compare Figs. 4b and 1l1a). The
negative temperature anomaly in the central equa-
torial region has shifted eastward into the Gulf of
Guinea, while the anomaly at 10°N has moved
westward, Two months later the same pattern
persists (Fig. 11b),

Parameters estimated from the average error curves for the two sets of experiments

Quantity RMS(t=0) * RME(i=cw0) * Decay time 7y * Growth rate **
(months) (per month)

T{z=5 m) 0.78°C 0.3° 07 0.52°

T(z=55m) 11°C 0.6° 2.5 0.75°

Heatg, 300 4.7 x10% J fon? 2.0 x 104 1.0 2.8x10°

w(z=5 m) 6.0 cnmy/s 20 41 12.0

w(z=2>55m) 4.6 cm/s 2.3 5.5 58

* Estimated by fitting eqn. (2) to the average error curves in Figs. 9 and 10.

** Tnitial growth rate estimated from Figs. 5 and 6.
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Summary and discussion

In the first set of cxperiments we compare
simulations begun with identical initial conditions,
but forced by winds from different years. For
these experiments, the initial error is zero and
grows to a saturation value in the course of about
three months, By comparing these experiments we
are able to show that a very accurate estimate of
the density field of the ocean at an initial time will
lead to a reasonable estimate of the circulation
only for a few months, After that the fields will be
corrupted by errors in the wind field. The satura-
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tion value of the errors are an upper bound on the
errors due to erroneous winds. For 55 m tempera-
ture this is about 1.1°. Initially the error increases
at a rate of 0.75° C per month. This large rate has
important implications for the design of data as-
similation systems. If the wind field is inaccurate,
then it will be necessary to resample the Atlantic
Ocean every month or two in order to maintain a
simulation of 55 m temperature within one degree,
for example.

In our second set of experiments we compare
numerical simulations of Atlantic circulation using
initial conditions from different years, for example

1.0 x10® T T T T T T

7.5x10% 1 =

s50x109 .
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Fig. 10. Average RMS differences as a function of integration time for the pairs of simulations shown in Fig. 9. (a) 55 m temperature
(individual curves included) (b) heat content, (c) surface zonat velocity and (d} 55 m zonal velocity, Heat content is defined as “,"3‘00
(T dz, where €, =3.99 X 10% Jm—3° C ™. Units are T /cm?. Vertical bars show +one standard deviation of the estimates.
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Fig. 11, Differences of 55 m temperature for simulations A-C after (3) two months and (b) four months of integration. Countour
interval is 0.5° C.

from January, 1982 and January, 1983. The surface
forcing however is the same for each pair of
simulations. The initial differences gives a lower
bound on our knowledge of the ocean circulation.
These differences can be interpreted as the errors
we could expect if we assumed that January con-
ditions for any year were the same as January
conditions for any other year. Much of this error
is concentrated in a band of strong currents within
a few degrees of the equator,

By comparing these pairs of simulations, we
can show that errors in initial conditions will
decrease substantially over several months. Surface
temperature errors, for example, decrease by more
than a factor of four over four months, to an
average error of 0.3°. Similar decreases are found
in heat content, and surface and thermocline speed.

A number of assumptions need to be made to
obtain these results. First, we need to assume that

the model provides a reasonable representation of
the ocean. However, as noted in the discussion of
Experiment D, the model does have significant
large scale biases which may be due to incorrect
specification of surface winds and heating. Para-
meterizations for friction and diffusion and the
absence of some processes such as surface fresh
water flux are additional potential sources of er-
ror. To interpret the results we either assume that
the wind fields are very bad, as in our first set of
experiments, or that the initial ocean states are
bad as in our second. In reality, the winds are
probably somewhere inbetween. The surface flux
of heat is only very crudely represented and prob-
ably is a significant source of error for these
simulations. ‘

Bven so these results have surprisingly strong
implications for our ability to sample the oceans.
If we assume that the surface winds will soon be
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highly accurate because of the availability of scat-
terometry for example, and we assume that ocean
models will soon be highly accurate, then we can
expect from the results in Fig. 10d to be able to
simulate the nearsurface currents to within a few
centimeters per second by simply forcing an,otean
model with observed forcing for several months.
For direct observations of the ocean to improve
on this estimate it would be necessary for the
observations to be more precise than this, Further-
more, direct measurements of this accuracy would
have to be made over significantly large arcas for
the information to directly improve our under-
standing of the large scale circulation.

These results provide a scientific basis for pre-
diction of the coupled tropical ocean-atmosphere
system, at least up to a season when rapidly
growing instabilities do not dominate. In our first
set of experiments we took a rather extreme view
and assumed arbitrarily that atmospheric forcing
has large error and still we found that it takes
about three months for the ocean temperature to
become completely unpredictable. Even in the real
time operational ocean prediction system—
whenever there will be one—the errors in the
atmospheric forcing will be smalier than what we
have chosen for this study and therefore our re-
sults should be viewed as a conservative estimate

- of the tropical ocean predictability.
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